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Application of Machine Learning in Fiber
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for Elastic Optical Networks
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Abstract—Fiber nonlinear interference (NLI) modeling and
monitoring are the key building blocks to support elastic optical
networks. In the past, they were normally developed and inves-
tigated separately. Moreover, the accuracy of the previously pro-
posed methods still needs to be improved for heterogenous dynamic
optical networks. In this paper, we present the application of ma-
chine learning (ML) in NLI modeling and monitoring. In particu-
lar, we first propose to use ML approaches to calibrate the errors
of current fiber nonlinearity models. The Gaussian-noise model
is used as an illustrative example, and significant improvement is
demonstrated with the aid of an artificial neural network. Fur-
ther, we propose to use ML to combine the modeling and moni-
toring schemes for a better estimation of NLI variance. Extensive
simulations with 2411 links are conducted to evaluate and ana-
lyze the performance of various schemes, and the superior perfor-
mance of the ML-aided combination of modeling and monitoring is
demonstrated.

Index Terms—Coherent optical communication, elastic optical
network, fiber nonlinearity, machine learning, optical performance
monitoring.

I. INTRODUCTION

N ETWORK capacity demand is ever-increasing due
to emerging internet applications such as high-

definition video streaming, cloud, 5G, internet of things, vir-
tual/augmented reality, and so forth. However, serving as the
underlying infrastructure of global communication networks,
the capacity of current optical networks based on single mode
fiber is approaching the theoretical limit [1]. Commercial prod-
ucts with constellation shaping and strong forward error cor-
rection (FEC) techniques are being built to close the gap to the
Shannon limit [2]. In the research community, space-division
multiplexing (SDM) has been actively investigated to scale
fiber channel capacity [3], but its commercial deployment for
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Fig. 1. Optical network architecture of the physical layer.

long-haul optical networks is infeasible in the near future.
In the meantime, with a higher commercial viability in the
short term, elastic optical networks (EONs) have been proposed
to intelligently and efficiently utilize physical layer resources
in order to increase network capacity and enable dynamic
services [4].

In EONs, channel configurations including modulation for-
mat, symbol rate, spacing, and launch power can be remarkably
diverse, and they need to be fully optimized in order to extract
more capacity from the physical layer infrastructure [5], [6].
As illustrated in the EON architecture schematic in Fig. 1, it
is essential to have a planning tool capable of providing ac-
curate prediction of link performance (or quality of transmis-
sion), and the required computational time of it can be at the
order of milliseconds. A key element of such a planning tool
is the estimator of fiber nonlinear interference (NLI) accumu-
lated over signal propagation. On the one hand, modeling of
fiber NLI has been widely and deeply investigated. Starting from
the nonlinear Schrödinger (NLS) equation, the split-step Fourier
method (SSFM) was developed to obtain a highly accurate nu-
merical solution [7]. However, the computation is too intensive
for its use in a real-time planning tool. Later, after coherent
transmission systems became the mainstream for backbone op-
tical networks, the Gaussian-noise (GN) model was proposed to
calculate nonlinear signal-to-noise ratio (SNR) [8] (denoted as
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SNRnl), which is defined as the ratio of signal power to nonlin-
ear noise power on received symbols after the nonlinear propa-
gation over fiber. The simplicity of the GN model (and its vari-
ants) makes it a promising candidate for network planning, even
though its accuracy still needs to be improved for heterogenous
dynamic links [9]. Another shortcoming of the model-based per-
formance prediction is that the uncertainty of link parameters,
e.g., inaccurate measurement of optical power, might lead to
further deviations.

On the other hand, real-time optical performance monitoring
(OPM) is a key building block for future software defined elastic
optical networks (EON), which is also depicted in Fig. 1 [10].
For example, the monitored link performance such as SNR can
be used to iteratively learn link parameters for accurate quality
of transmission (QoT) estimation [11]–[13]. In [13], it further
demonstrates a supervised machine learning (ML) QoT esti-
mation model which is trained based on the monitored data.
Therefore, it is essential to monitor various useful information
in the transmission system. In terms of fiber nonlinearity moni-
toring, a few techniques have been proposed to report nonlinear
noise variance based on receiver signal processing. For exam-
ple, methods aided by ML were proposed in [14], [15] to isolate
nonlinear noise variance in the presence of linear noise such as
amplified spontaneous emission (ASE).

In this paper, we present the application of ML techniques
in the NLI modeling and monitoring for EONs. In particular,
we first propose the use of ML to perform the calibration of
NLI models to reduce deviations in heterogenous dynamic opti-
cal networks. Afterwards, the ML is further applied to combine
the NLI modeling and monitoring. To investigate and demon-
strate their performances, 2411 links with diverse configurations
and link parameters are simulated and an artificial neural net-
work (ANN) is adopted in these schemes. With the proposed
ML-aided combination of NLI modeling and monitoring, we
show that the estimation accuracy is significantly improved. Fi-
nally, the sensitivity of these schemes against the uncertainties
in launch powers is evaluated.

The remainder of the paper is organized as follows. In
Section II, we briefly introduce the GN models and the noise
covariance-based nonlinearity monitoring, which are used in the
following studies. In Section III, the application of ML in the NLI
modeling is first described, followed by the principle of applying
ML to combine the NLI modeling and monitoring. Section IV
presents the simulation setup, results and analysis, showing a
significantly improved accuracy of the proposed approach. The
paper is finally concluded in Section V.

II. TECHNICAL BACKGROUND

In modern coherent systems, the Kerr nonlinearity effects
of optical fiber have become the major limiting factors to fur-
ther improve the capacity of wavelength-division multiplexing
(WDM) systems [16]. The nonlinear propagation of optical sig-
nals in a single mode fiber can be modeled by the well-known
NLS equation [7]. Considering the averaged random evolution
of polarization effects over long distance fiber, the Manakov
equation was derived to describe dual-polarization (DP) signal

propagations as [17]
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where E = [Ex, Ey]
T is the optical field of the DP signal. γ is

the fiber nonlinear coefficient, β2 is the second order dispersion
coefficient, and α is the fiber loss of the optical field. Note that
higher-order dispersion coefficients are neglected in Eq. (1).

In general, Eq. (1) does not have analytic solutions. Alter-
natively, it can be numerically solved by the SSFM, which
has been widely used in simulating long-haul optical trans-
missions. The SSFM approach requires a large number of
fast Fourier transform (FFT) and inverse FFT (IFFT), mak-
ing it extremely computation-intensive for full-filled WDM
simulations. Therefore, it is not suitable for network planning
applications.

A. GN Model

The GN model and its variants were proposed and extensively
investigated in recent years to estimate the accumulated non-
linear noise variance for coherent optical transmission systems
[8], [18]. The GN models are derived based on Eq. (1) with a
perturbation assumption. In addition, the nonlinear noise is con-
sidered as additive Gaussian noise. According to the GN model,
the power spectral density (PSD) of the NLI per polarization at
frequency f after transmission can be expressed as [8]
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where Γk is the lumped power-gain placed at the end of the k-
th span, Lk is the length of the k-th span, αk is the field loss
of the k-th span, and Ns is the total number of spans. In this
study, we only consider dispersion-uncompensated systems with
“link transparency”, which means that the loss of each span is
exactly compensated by the optical amplifier at the end of each
span. Note that the transmitted signals are polarization-division
multiplexed, and each span only consists of a single fiber type.

Based on Eq. (2), we can obtain the variance of the NLI co-
herently accumulated over different spans. This type of the GN
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model is referred to as “coherent GN (CGN) model”. Another
type of the GN model neglects the coherence among the NLI
generated in different spans, and it is referred to as “incoherent
GN (IGN) model”. In the IGN model, the total NLI PSD can be
obtained by simply summing up the PSD from each span:

GIGN (f) =

Ns∑

n=1

G1span
NLI,n (f) (3)

where G1span
NLI (f) is the NLI PSD based on Eq. (2) over a single

span, which can be expressed as
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Although the IGN model is an approximation of the CGN
model, it is reported that the results of the IGN model are also
relatively accurate, especially when there exists a large number
of channels [8]. In these scenarios, the IGN model is prefer-
able because of its simple analytical form and low computa-
tional complexity. For a small number of channels, however, the
IGN model may be inaccurate [8]. In addition, when the WDM
configurations and link conditions are highly heterogenous and
dynamic, the accuracy of the GN models are found to be signif-
icantly degraded [9].

B. Fiber Nonlinearity Monitoring

Coherent optical receiver provides a resourceful platform
through digital signal processing (DSP) to build OPM func-
tionalities [19]. For instance, polarization mode dispersion can
be monitored based on the coefficients of the adaptive butter-
fly filter. Meanwhile, ML-aided OPM approaches have been
widely investigated. For direct detection systems, ML-based
OSNR monitoring schemes based on delay-tap asynchronous
sampling [20] and single channel sampling [21] were proposed.
For coherent systems, deep artificial neural network (ANN) was
adopted to perform OSNR monitoring and format identification
simultaneously [22].

Regarding the fiber nonlinearity monitoring, a few tech-
niques have been proposed. In [23], the nonlinearity-induced
amplitude noise correlation across neighboring symbols was
characterized and employed to aid optical signal-to-noise ra-
tio (OSNR) monitoring in the presence of strong fiber non-
linearities. The fiber nonlinear effects also cause phase noise
correlations over neighboring symbols [24]. In [14], ML-based
nonlinear noise monitoring using amplitude noise covariance
(ANC) and phase noise covariance (PNC) was proposed as il-
lustrated in Fig. 2, and a significant improvement in monitoring
accuracy was numerically demonstrated and experimentally ver-
ified. Note that the Machine Learning Engine in Fig. 2 is an ML
based scheme/algorithm that can take the nonlinearity-related

Fig. 2. Block diagram of ML-aided fiber nonlinearity monitoring.

features as the input to obtain the desired output, i.e., SNRnl in
this work. The dimensions of the inputs depend on the specific
implementation.

The ANC across neighboring symbols can be calculated as

ANCij (m) = cov (ΔAi (k) ,ΔAj (k −m)) i, j ∈ {x, y}

=
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where ΔAi/j(k) represents the amplitude noise of the k-th re-
ceived symbol for the x- and y-polarization expressed as

ΔAi/j (k) =
∣
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∣−
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∣
∣ i, j ∈ {x, y} (6)

where AR
i/j(k) is the received symbol and Ai/j(k) is the trans-

mitted symbol for the x- and y-polarization. The subscript i/j
means either i or j.

The PNC across neighboring symbols can be calculated as

PNCi j (n) = corr (θi (k) , θj (k − n))

=

∑N
k=1 θi (k) · θj (k − n)

N · (N − n)
i, j ∈ {x, y} (7)

where N is the total number of symbols involved in the calcula-
tion, and θi/j(k) is the phase noise of the k-th received symbol
for the x- and y-polarization, which can be expressed as

θi/j (k) = arg
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where A∗ denotes the complex conjugation of transmitted sym-
bol A.

Following [14], the input features to the ML algorithm include
Rij and Pij , which are obtained by

Rij = 10 · log10
(

1

/ 6∑

m=1

ANCij (m)

)

(9)

Pij = 10 · log10
(

1

/ 30∑

n=1

PNCij (n)

)

(10)

In addition, ANCxy(0) and PNCxy(0) are also used as the
input.

Note that Eq. (5), (7), (9) and (10) cover the four polarization
combination cases: (x, x), (x, y), (y, x), and (y, y).

Reasonable accuracy of the ML-based fiber nonlinearity mon-
itoring has been demonstrated for the system and link cases in
[14]. However, due to the limited information in the coherent
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Fig. 3. Block diagram of ML-aided fiber nonlinearity modeling.

receiver, it is quite difficult to guarantee the accuracy in more
complicated link conditions.

In this paper, we propose a novel framework leveraging ML
to combine the NLI modeling and monitoring, and it will be
detailed in the next section.

III. PRINCIPLE

A. ML-Aided Fiber Nonlinearity Modeling

As mentioned earlier, fast analytical models such as the GN
model and its variants provide relatively accurate results for cer-
tain links. However, in practical systems with more complex
link conditions, their accuracy still needs to be improved. On
the other hand, the deviations with respect to the true SNRnl

are found to be related to system configurations and parame-
ters, which implies that it is possible to calibrate the deviations
using system parameters [9]. Nevertheless, the deviations are
generally caused by high order nonlinearity, and thus could be
very difficult, if not impossible, to obtain through an analytical
approach. Meanwhile, ML-based approaches have shown the
capacity to deliver exceptional performance in scenarios where
the underlying physics and mathematics of the problem are too
difficult to be described explicitly, and the numerical procedures
involved require computational time/resources [25]. Therefore,
we propose to use the ML algorithm with system parameters as
the input features to perform the calibration function as depicted
in Fig. 3. Training the ML algorithm is necessary and critical.
Fortunately, large size data sets can be generated using SSFM
simulations, whose computation time is reasonable for the of-
fline training process especially when graphics processing unit
(GPU) is adopted.

The GN model and ANN are used as an illustrative example in
this paper, and the same framework can be extended to other NLI
models and ML algorithms. All system parameters are fed into
the GN model including the WDM configurations and the pa-
rameters of each fiber span. These parameters are pre-processed
to obtain the input features of the ANN, in order to avoid overfit-
ting problems. Specifically, the input features include span num-
ber, maximum span length, average span length, launch power,
link length, net chromatic dispersion, average gamma and aver-
age alpha of the fiber spans, and number of WDM channels. Note
that the set of input features is similar to the one used in [26] to
predict residual margin. The output of the ANN isSNRnl. In the
training process, the SSFM results are used as the desired output.

B. ML-Aided Combination of Modeling and Monitoring

So far, fiber nonlinearity modeling and monitoring are devel-
oped separately, which is apparently not the optimal solution,
considering that both of them still suffer from inaccuracies in

Fig. 4. Block diagram of ML-aided combination of fiber nonlinearity model-
ing and monitoring.

practical systems to some extent. First, for link models, the in-
put parameters might contain errors caused by incorrect link
information such as fiber type, which can happen due to histori-
cal reasons, and inaccurate measurement such as optical power.
Moreover, some information related to the received waveforms,
such as ANC and PNC, might not be available in the models.
Then, for link monitoring, the nonlinear noise estimation purely
relying on the information and processing in receiver has limited
accuracy, and its measurement can be slow in noisy environment.

The fusion of the link modeling and monitoring schemes is
expected to provide more accurate results. However, in terms of
fiber nonlinearities, it is not straightforward to develop an ana-
lytical solution with desired performance to achieve this target.
In this work, we propose a ML-aided fusion of the fiber nonlin-
earity modeling and monitoring to provide more consistent and
accurate results for optical network planning. The conceptual
block diagram is illustrated in Fig. 4. A single ML engine can
be used to combine the input features of the ML-aided monitor-
ing in Section II-B and the ML-aided modeling in Section III-A.

The ML-aided scheme can be used in any modeling and mon-
itoring methods, and in the following study we employ the GN
model, noise covariance-based monitoring, and a feedforward
ANN.

IV. SIMULATION RESULTS AND DISCUSSIONS

A. Simulation Setup

The performance evaluations of the ML-based combination
of fiber nonlinearity modeling and monitoring were numerically
carried out over a wide range of system configurations.

The simulation setup is depicted in Fig. 5. At the transmit-
ter (Tx) side, root-raised-cosine (RRC) pulse shaping with a
roll-off factor of 0.02 was applied. To emulate the flex-grid en-
vironment in EONs, three different symbol rates (Rs) of 35, 70
and 90 Gbaud were evaluated, located in 50, 75, and 100 GHz
channel spacing (Δfch), respectively. The length of the sym-
bol sequence was 216. For the fiber link, lumped Erbium-doped
fiber amplifiers (EDFA) were employed but the ASE noise was
ignored. At the receiver (Rx) side, the center channel was fil-
tered out and processed. Particularly, after chromatic dispersion
(CD) compensation, a matched filter was applied, followed by
down-sampling to obtain received symbols. Since the Tx laser
and local oscillator phase noise was ignored, carrier recovery
was not included except that the overall phase rotation caused
by fiber nonlinearities was removed to align the received sym-
bols with the transmitted symbols. Afterwards, the ANC and
PNC calculations were conducted based on the received sym-
bols. The SNR of the received symbols were considered as the
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Fig. 5. Simulation setup.

TABLE I
SUMMARY OF LINK CONFIGURATIONS AND PARAMETERS

trueSNRnl since the system only contains fiber nonlinear noise.
The interactions of ASE noise and laser phase noise with fiber
nonlinearities are typically small, and the study of their impacts
is left for future works.

In total, 2411 links were simulated to perform the training
and test of the ML-based schemes. The selection of the link
configurations based on Table I is described as follows. First
of all, all the configurations in Table I were randomly selected
with a uniform distribution. The fiber types included standard
single mode fiber (SSMF), TrueWave classic (TWC), enhanced
large effective area fiber (ELEAF), and pure silica core fiber
(PSCF). They represent typical fiber types deployed in the field
with a wide variety of dispersion, attenuation and nonlinearity
coefficient. The parameters of these fiber types are summarized
in Table II. The span length was between 10 and 100 km with
a step size of 10 km. The span number was between 1 and 20
with a step size of 1. Note that the span length and fiber type
were selected independently for each span in each link, which
means a single link could contain multiple fiber types and span
lengths. The launch power of the signals was between −4 and

TABLE II
SUMMARY OF FIBER PARAMETERS

TABLE III
INPUT FEATURES TO THE ANN

4 dBm with a step size of 1 dB. DP-QPSK and DP-16QAM
were both considered. The total number of WDM channel slots
was set to 15. The center channel was fixed to be 35 Gbaud
and 50 GHz spacing. For the rest 14 channels, we first chose
a channel number that was equal to or less than 14. Then this
number of channels were randomly distributed in these slots.
Afterwards, the symbol rate/channel spacing of each channel
slot was independently selected from the three options. In Fig. 5
we depict three flex-grid configurations for illustrative purposes.

As mentioned earlier, the waveform propagation simulations
were conducted based on the SSFM to obtain received symbols
and the true SNRnl. The step size of the SSFM was 10 m. The
adopted ANN has only one hidden layer with 15 neurons, which
was carefully chosen to obtain the lowest mean square error
(MSE) without introducing overfitting. The input features are
described in the previous sections and summarized in Table III
for clarity.

1688 links were randomly selected from the total 2411 links
to train the ANN and the rest 723 links were used to test the
trained ANN. The training was performed using MATLAB
R2018a’s neural network toolbox. The log-sigmod function
(y(n) = 1

1+e−n ) and linear function (y(n) = n) were used as
the activation function (or transfer function) for the hidden and
output layers, respectively. In the training phase, the Bayesian
regularization learning algorithm was employed, which updates
the weight and bias values to minimize the linear combination of
squared errors and weights for better generalization properties.

B. Results of GN Model

Fig. 6(a) and (b) plot the histogram of the SNRnl deviation
for the IGN and CGN models, respectively. We can see that in the
simulated test cases the range of the offset is quite large, which
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Fig. 6. Histogram of SNRnl deviation for (a) IGN and (b) CGN.

can reach >7 dB for a few cases. This result shows that even
though the GN models achieve good results in some certain link
scenarios, their accuracy needs to be improved for heterogenous
dynamic networks. For the CGN model, the deviation is always
positive (the SNRnl is overestimated), which is consistent with
the observation in previous works [8].

C. Results of GN+ANN Model

Fig. 7 plots the histogram of the SNRnl deviation for the
GN+ANN models. With the aid of the ANN, the deviation is
significantly reduced. Most of the cases are now within ±4 dB
for both models. To quantify the improvement, we plot the cu-
mulative distribution function (CDF) of the absolute SNRnl

deviation in Fig. 8. At 95% cumulative probability, the absolute
SNRnl deviation is 4.34 dB, 5.41 dB, 1.91 dB and 1.76 dB for
the IGN, CGN, IGN+ANN and CGN+ANN schemes, respec-
tively, indicating the effectiveness of the ANN in calibrating the
GN models.

To illustrate the process of the ANN calibration, in Fig. 9
we plot the deviation versus the number of spans for the links
with homogenous 80 km SSFM spans. The WDM system has 11
channels with 50 GHz spacing and 35 Gbaud symbol rate, which
are located together without empty channel slots among them.
For the IGN model, it is observed that the deviation decreases
from ∼3.8 dB to ∼0.5 dB as the span number increases from 1
to 15. The CGN model manifests a smaller dynamic range since
it better approximates the NLE equation as discussed in Sec-
tion II. Nevertheless, it still changes from ∼3.8 dB to ∼1.8 dB.

Fig. 7. Histogram of SNRnl deviation for (a) IGN+ANN and (b)
CGN+ANN.

Fig. 8. CDF of absolute SNRnl deviation for the IGN, CGN, IGN+ANN,
and CGN+ANN schemes.

Again, we can see that the deviation is correlated to specific link
conditions, i.e., span number in Fig. 9. Therefore, the ML algo-
rithm is expected to be capable of calibrating the deviation by
removing the correlations between the deviation and input fea-
tures. Indeed, with the ANN, the deviations are within ±1.1 dB.
There are still some residual correlations after the ANN is ap-
plied, which means further improvement is possible with more
training data and/or stronger ML algorithms.

D. Results of GN+Monitoring+ANN

Next, the results of the ML-aided combination of model-
ing and monitoring are shown in Fig. 10. For comparison, the
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Fig. 9. SNRnl deviation versus number of spans for various model schemes.

Fig. 10. Histogram of SNRnl deviation for (a) Monitoring+ANN [14],
(b) IGN+Monitoring+ANN and (c) CGN+Monitoring+ANN.

Fig. 11. CDF of absolute SNRnl deviation for the Monitoring+ANN,
IGN+Monitoring+ANN, and CGN+Monitoring+ANN schemes.

performance of the “Monitoring+ANN” case is also shown in
Fig. 10(a) with the same ANN inputs as [14], i.e., noise co-
variances plus net CD and channel number. We can see that
the accuracy is already quite good since most of the cases
are within ±1 dB. After we combine the model and moni-
toring through an ANN, the accuracy is further improved. To
quantify the improvement, the CDF of the absolute SNRnl

deviation is plotted in Fig. 11. At 95% cumulative probabil-
ity, the absolute SNRnl deviation is 0.71 dB, 0.43 dB and
0.33 dB for the Monitoring+ANN, IGN+Monitoring+ANN
and CGN+Monitoring+ANN models, respectively. This result
indicates that using modeling and monitoring together through
ML is a promising framework for the development of future
optical network planning tools.

E. Results With Optical Power Uncertainty

In practical systems, link parameters normally contain uncer-
tainties due to inaccurate measurement and other reasons. In the
last part, we evaluate the performance of the proposed ML-aided
schemes in the presence of random offsets in optical powers. The
power offsets were generated independently for each channel,
following a Gaussian distribution with a standard deviation of
0.7 dB. Then they were added to the true launch powers (in
dB) before being used as the input of the SNRnl estimation
schemes. We only evaluated the IGN based schemes because
the IGN model is more suitable for practical deployment [27].
Note that in the training of the IGN+Monitoring+ANN scheme,
the launch power uncertainty was also included. This delivered
an improved performance since the ANN learned to rely more
on the monitored ANC and PNC, which were not affected by the
power uncertainty. As expected, such improvement did not exist
in the IGN+ANN scheme, so the ANN trained without power
uncertainty was used.

First, the IGN+ANN scheme is expected to be less toler-
ant to the launch power uncertainty because it purely relies on
the link parameters to estimate the nonlinear noise variance. As
shown in Fig. 12(a), the absolute deviation at 95% is increased
by 0.67 dB with power uncertainty. On the contrary, the link
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Fig. 12. (a) CDF of absolute SNRnl deviation for the IGN+ANN and
IGN+Monitoring+ANN schemes with launch power uncertainty. Histogram
of SNRnl deviation for (b) IGN+ANN, (c) IGN+Monitoring+ANN with
launch power uncertainty.

monitored covariances are not affected by the launch power un-
certainties. Therefore, we expect a higher tolerance for the com-
bined scheme. Fig. 12(a) shows that the absolute deviation of
the IGN+Monitoring+ANN scheme at 95% is only increased
by 0.15 dB. The error histograms of the two schemes are plotted
in Fig. 12(b) and (c) for reference.

Finally, the absolute SNRnl deviations of the evaluated
schemes at 95% cumulative probability are summarized in Ta-
ble IV. The deviation of the IGN model is only increased by
0.22 dB, which implies that the ANN might be more sensitive
to the power uncertainty. The Monitoring +ANN scheme is in-
sensitive to the power uncertainty, but its deviation is still 0.13

TABLE IV
SUMMARY OF ABSOLUTE DEVIATIONS AT 95% CUMULATIVE PROBABILITY

dB higher than the IGN+Monitoring+ANN scheme. The re-
sults show that the proposed ML-aided combination of the link
modeling and monitoring delivers a superior performance.

V. CONCLUSION

In this paper, we report the application of machine learning
(ML) techniques in fiber nonlinearity modeling and monitor-
ing. In particular, we propose to use ML to calibrate the devi-
ations that exist in nonlinear models, and then propose to use
ML to combine link modeling and monitoring for a better esti-
mation of fiber nonlinear noise variance. Gaussian-noise (GN)
model, nonlinear noise covariance, and artificial neural network
(ANN) are used as illustrative examples to investigate and com-
pare the performance of different approaches with extensive
simulations.

REFERENCES

[1] D. Qian et al., “101.7-Tb/s (370 × 294-Gb/s) PDM-128QAM-OFDM
transmission over 3 × 55-km SSMF using pilot-based phase noise mitiga-
tion,” in Proc. Int. Conf. Opt. Fiber Commun. Nat. Fiber Optic Eng., Los
Angeles, CA, USA, 2011, Paper PDPB5.

[2] K. Roberts, Q. Zhuge, I. Monga, S. Gareau, and C. Laperle, “Beyond
100 Gb/s: Capacity, flexibility, and network optimization,” IEEE/OSA J.
Opt. Commun. Netw., vol. 9, no. 4, pp. C12–C24, Apr. 2017.

[3] P. J. Winzer and D. T. Neilson, “From scaling disparities to integrated
parallelism: A decathlon for a decade,” IEEE J. Lightw. Technol., vol. 35,
no. 5, pp. 1099–1115, Mar. 2017.

[4] O. Gerstel, M. Jinno, A. Lord, and S. Yoo, “Elastic optical networking:
A new dawn for the optical layer?,” IEEE Commun. Mag., vol. 50, no. 2,
pp. s12–s20, Feb. 2012.

[5] L. Yan, E. Agrell, H. Wymeersch, and M. Brandt-Pearce, “Resource al-
location for flexible-grid optical networks with nonlinear channel model
[invited],” IEEE/OSA J. Opt. Commun. Netw., vol. 7, no. 11, pp. B101–
B108, Nov. 2015.

[6] I. Roberts and J. M. Kahn, “Efficient discrete rate assignment and power
optimization in optical communication systems following the Gaussian
noise model,” IEEE J. Lightw. Technol., vol. 35, no. 20, pp. 4425–4437,
Oct. 2017.

[7] G. P. Agrawal, “Nonlinear fiber optics,” in Nonlinear Science at the Dawn
of the 21st Century. Berlin, Germany: Springer, 2000, pp. 195–211.

[8] P. Poggiolini, G. Bosco, A. Carena, V. Curri, Y. Jiang, and F. Forghieri,
“The GN-model of fiber non-linear propagation and its applications,” IEEE
J. Lightw. Technol., vol. 32, no. 4, pp. 694–721, Feb. 2014.

[9] F. Zhang et al., “Blind adaptive digital backpropagation for fiber nonlinear-
ity compensation,” IEEE J. Lightw. Technol., vol. 36, no. 9, pp. 1746–1756,
May 2018.

[10] Z. Dong, F. N. Khan, Q. Sui, K. Zhong, C. Lu, and A. P. T. Lau, “Optical
performance monitoring: A preview of current and future technologies,”
IEEE J. Lightw. Technol., vol. 34, no. 2, pp. 525–543, Jan. 2016.

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on January 13,2025 at 03:02:40 UTC from IEEE Xplore.  Restrictions apply. 



ZHUGE et al.: APPLICATION OF ML IN FIBER NONLINEARITY MODELING AND MONITORING FOR ELASTIC OPTICAL NETWORKS 3063

[11] E. Seve, J. Pesic, C. Delezoide, S. Bigo, and Y. Pointurier, “Learning
process for reducing uncertainties on network parameters and design mar-
gins,” IEEE/OSA J. Opt. Commun. Netw., vol. 10, no. 2, pp. A298–A306,
Feb. 2018.

[12] M. Bouda et al., “Accurate prediction of quality of transmission based on
a dynamically configurable optical impairment model,” IEEE/OSA J. Opt.
Commun. Netw., vol. 10, no. 1, pp. A102–A109, Jan. 2018.

[13] I. Sartzetakis, K. Christodoulopoulos, and E. Varvarigos, “Accurate qual-
ity of transmission estimation with machine learning,” IEEE/OSA J. Opt.
Commun. Netw., vol. 11, no. 3, pp. 140–150, Mar. 2019.

[14] A. S. Kashi et al., “Fiber nonlinear noise-to-signal ratio monitoring using
artificial neural networks,” in Proc. Eur. Conf. Opt. Commun., Gothenburg,
Sweden, 2017, Paper M.2.F.2.

[15] F. J. V. Caballero et al., “Machine learning based linear and nonlinear
noise estimation,” IEEE/OSA J. Opt. Commun. Netw., vol. 10, no. 10,
pp. D42–D51, Oct. 2018.

[16] R. Essiambre, G. Kramer, P. J. Winzer, G. J. Foschini, and B. Goebel, “Ca-
pacity limits of optical fiber networks,” IEEE J. Lightw. Technol., vol. 28,
no. 4, pp. 662–701, Feb. 2010.

[17] D. Marcuse, C. R. Manyuk, and P. K. A. Wai, “Application of the Manakov-
PMD equation to studies of signal propagation in optical fibers with ran-
domly varying birefringence,” IEEE J. Lightw. Technol., vol. 15, no. 9,
pp. 1735–1746, Sep. 1997.

[18] A. Carena, G. Bosco, V. Curri, Y. Jiang, P. Poggiolini, and F. Forghieri,
“EGN model of non-linear fiber propagation,” Opt. Express, vol. 22, no. 13,
pp. 16335–16362, 2014.

[19] F. N. Hauske, M. Kuschnerov, B. Spinnler, and B. Lankl, “Optical perfor-
mance monitoring in digital coherent receivers,” IEEE J. Lightw. Technol.,
vol. 27, no. 16, pp. 3623–3631, Aug. 2009.

[20] J. A. Jargon, X. Wu, and A. E. Willner, “Optical performance monitoring
by use of artificial neural networks trained with parameters derived from
delay-tap asynchronous sampling,” in Proc Int. Conf. Opt. Fiber Commun.,
2009, pp. 1–3.

[21] F. N. Khan, Y. Yu, M. C. Tan, C. Yu, A. P. T. Lau, and C. Lu, “Simultane-
ous OSNR monitoring and modulation format identification using asyn-
chronous single channel sampling,” in Proc. Asia Commun. Photon. Conf.,
Hong Kong, Nov. 2015, Paper AS4F.6.

[22] F. N. Khan et al., “Joint OSNR monitoring and modulation format iden-
tification in digital coherent receivers using deep neural networks,” Opt.
Express, vol. 25, no. 15, pp. 17767–17776, 2017.

[23] Z. Dong, A. P. T. Lau, and C. Lu, “OSNR monitoring for QPSK
and 16-QAM systems in presence of fiber nonlinearities for digital
coherent receivers,” Opt. Express, vol. 20, no. 17, pp. 19520–19534,
2012.

[24] T. Fehenberger, M. Mazur, T. A. Eriksson, M. Karlsson, and N. Hanik,
“Experimental analysis of correlations in the nonlinear phase noise in
optical fiber systems,” in Proc. 42nd Eur. Conf. Opt. Commun., Düsseldorf,
Germany, 2016, Paper W.1.D.4.

[25] J. Mata et al., “Artificial intelligence (AI) methods in optical net-
works: A comprehensive survey,” Opt. Switching Netw., vol. 28,
pp. 43–57, 2018.

[26] R. M. Morais and J. Pedro, “Machine learning models for estimating qual-
ity of transmission in DWDM networks,” IEEE/OSA J. Opt. Commun.
Netw., vol. 10, no. 10, pp. D84–D99, Feb. 2018.

[27] M. Filer, M. Cantono, A. Ferrari, G. Grammel, G. Galimberti, and V. Curri,
“Multi-vendor experimental validation of an open source QoT estimator
for optical networks,” IEEE J. Lightw. Technol., vol. 36, no. 15, pp. 3073–
3082, Aug. 2018.

Authorized licensed use limited to: Shanghai Jiaotong University. Downloaded on January 13,2025 at 03:02:40 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


