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Fast and Accurate Waveform Modeling of Long-Haul
Multi-Channel Optical Fiber Transmission Using a

Hybrid Model-Data Driven Scheme
Hang Yang , Zekun Niu , Haochen Zhao , Shilin Xiao , Weisheng Hu , and Lilin Yi

Abstract—The modeling of optical wave propagation in optical
fiber is a task of fast and accurate solving the nonlinear Schrödinger
equation (NLSE), and can enable the optical system design, digi-
tal signal processing verification and fast waveform calculation.
Traditional waveform modeling of full-time and full-frequency
information is the split-step Fourier method (SSFM), which has
long been regarded as challenging in long-haul wavelength division
multiplexing (WDM) optical fiber communication systems because
it is extremely time-consuming. Here we propose a linear-nonlinear
feature decoupling distributed (FDD) waveform modeling scheme
to model long-haul WDM fiber channel, where the channel linear
effects are modelled by the NLSE-derived model-driven methods
and the nonlinear effects are modelled by the data-driven deep
learning methods. Meanwhile, the proposed scheme only focuses on
one-span fiber distance fitting, and then recursively transmits the
model to achieve the required transmission distance. The proposed
modeling scheme is demonstrated to have high accuracy, high
computing speeds, and robust generalization abilities for different
optical launch powers, modulation formats, channel numbers and
transmission distances. The total running time of FDD waveform
modeling scheme for 41-channel 1040-km fiber transmission is only
3 minutes versus more than 2 hours using SSFM for each input
condition, which achieves a 98% reduction in computing time.
Considering the multi-round optimization by adjusting system
parameters, the complexity reduction is significant. The results
represent a remarkable improvement in nonlinear fiber modeling
and open up novel perspectives for solution of NLSE-like partial
differential equations and optical fiber physics problems.

Index Terms—And split-step Fourier method (SSFM), deep
learning, fiber channel modeling, model-data driven, wavelength
division multiplexing (WDM).

I. INTRODUCTION

O PTICAL fiber communication forms the main infrastruc-
ture of modern communication systems. The low loss
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and large bandwidth characteristics of optical fibers support
long-haul transmission of massive quantities of data [1], [2].
The theoretical basis of optical fiber communication involves
study of light transmission characteristics in optical fibers. Fiber
channel modeling, which is dominated by use of the nonlinear
Schrödinger equation (NLSE) [3], is highly significant for de-
sign and simulation of optical fiber communication systems.
Accurate optical fiber channel models can aid in understanding
of nonlinear dynamics [4], the effects of signal transmission [5],
[6] and the capacity boundary [7] in optical fibers towards real-
ization of optimal optical fiber communication system structure
designs. Additionally, fast and accurate optical fiber channel
simulations help researchers to evaluate communication algo-
rithms quickly [8], [9] and undertake performance predictions
[10], [11], thus breaking through the physical limitations caused
by requirements for expensive instruments and devices and
enabling progress in optical fiber communication research.

Traditional fiber channel waveform modeling is mainly based
on the split-step Fourier method (SSFM) [3], which is a numer-
ical method for solution of the NLSE. This method requires
the total optical fiber transmission distance to be divided into
multiple steps using a small segment distance, and the lin-
earities and nonlinearities are calculated separately for each
transmission step. Use of a shorter step distance provides higher
modeling accuracy but also requires longer computing times.
To guarantee high accuracy, the computational complexity must
be sacrificed, particularly for large-scale wavelength division
multiplexing (WDM) long-haul fiber transmission [12], which
is a typical optical fiber communication approach. SSFM takes
a few hours to model long-haul WDM fiber channels for a single
input condition. For the optimal system design, multi-round op-
timizations are required by adjusting system parameters, which
will take a few days therefore limiting its practical applications.
The ability to perform fast, accurate long-haul WDM optical
channel waveform modeling is vital, but the waveform modeling
approach remains an open issue.

Many fiber channel models have been proposed to reduce
the complexity of fiber channel modeling, such as e Gaussian
noise (GN) model, nonlinear-interference noise (NLIN) model
and so on. These models can quickly assess the performance
of the system, such as signal-noise ratios (SNRs) and bit error
ratios (BERs) [10], [11], [13], [14]. Particularly, the universal
virtual lab tool has shown speed enhancement beyond 1000 in
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a 45-channel dense WDM system [15]. But these works neglect
the waveform accuracy in the fiber waveguide. The waveform
modeling can provide full-time and full-frequency information,
which can be used for waveform observation, optical system
optimization and digital signal processing (DSP) verification.

Deep learning techniques offer excellent nonlinear fitting
capabilities and have been used to perform fast and accurate
channel waveform modeling [16]–[18]. These works used one
neural network (NN) to model the overall channel effects and
can be regarded as overall modeling schemes. This purely data-
driven method builds a connection between the input and output
data without dependence on the theoretical model. The works
cited above modelled the overall effects of single-wavelength
transmission with low complexity. However, it remains chal-
lenging for overall modeling schemes to accurately capture
all channel effects that occur during WDM long-haul fiber
transmission. In this scenario, it becomes necessary to consider
large numbers of symbols for the model inputs because of the
strong inter-symbol-interference (ISI), thereby increasing the
NN’s complexity significantly. In addition, it is difficult for the
overall modeling scheme to capture random noise levels among
the spans accurately, resulting in a poor distance generaliza-
tion ability. Moreover, modeling of inter-channel nonlineari-
ties, including cross-phase modulation (XPM) and four-wave
mixing (FWM) [3], is expected to be challenging. To the best
of our knowledge, none of the methods above can achieve
accurate waveform prediction within a short time for 40-channel
long-haul fiber transmission, which is a typical optical fiber
communication scenario.

Here we propose a feature decoupling distributed (FDD)
modeling scheme, a hybrid model-data driven scheme, with
recursion processing to model WDM long-haul fiber channels
accurately and rapidly. Specifically, we initially separate the
linear and nonlinear features of the channel effects and model
them separately. In this case, the linearities are modelled using
the model-driven methods in one step, and the NN then only
learns the purely nonlinear characteristics by data-driven meth-
ods. We use bi-directional long short-term memory (BiLSTM)
to model the nonlinear fiber characteristics of self-phase mod-
ulation (SPM), XPM, and FWM. Second, the proposed model
focuses on one-span fiber distance fitting over a length of 80 km,
and then transmits the signal recursively. The designed iterative
transmission scheme can model the random noise by adding
amplified spontaneous emission (ASE) noise among fiber spans,
thus achieving much longer transmission distances.

The results show that the accuracy of the FDD scheme is
significantly improved when compared with overall schemes.
The abilities of our proposed method can be generalized to suit
a wide range of scenarios, including various launch powers,
multiplexed channel numbers, transmission distances and signal
modulation formats. The presence of the same constellation
shapes, the high overlap ratio of the waveforms, the low nor-
malized mean square errors (MSEs), and the exact SNRs verify
the high accuracy of the FDD-based BiLSTM (FDD-BiLSTM)
fiber channel modeling method. The proposed method achieves
41-channel 1040-km transmission modeling within only 3 min
versus more than 2 h when using SSFM. When considering the

TABLE I
FIBER CHANNEL PARAMETERS

system design and optimization, it is necessary to adjust the
input conditions or system parameters, and the running time of
SSFM can be up to a few days, which will seriously reduce the
efficiency of the channel model. Therefore, the FDD model can
be an excellent and efficient channel model for multi-round sys-
tem optimization. The FDD scheme highlights the remarkable
achievements in WDM long-haul fiber channel modeling and
opens up novel perspectives for solution of NLSE-like partial
differential equations and studies of optical fiber physics.

II. COHERENT WDM SYSTEM SETUP

To collect the training data and analyze the signal modeling
performance, we simulate a coherent WDM optical transmis-
sion system, including the transmitter, the fiber channel, and
the receiver. The complete system block diagram is shown in
Fig. 1(a) and the main fiber channel parameters of this work are
shown in Table I.

We assume that the transmitter uses 16QAM as the modu-
lation format, and that all symbols and samples are expressed
as complex values in this system. Up-sampling is then imple-
mented. The sampling rate of the system is approximately twice
the number of channels multiplied by the channel baud rate,
but it can also be set to other values as required. A root raised
cosine (RRC) filter is used to perform signal shaping, and the
roll-off factor we use is 0.1. Then, all the data are modulated
into subcarriers at different frequencies for WDM as follows:

A(z, t) =

C∑
k=1

Ak(z, t) exp(jΔωkt), (1)

where A represents the optical field over two arbitrary orthogonal
polarization modes Ax and Ay, i.e., A = [Ax, Ay]. Ak(z,t) is the
envelope of channel k. C is the total number of channels, and
Δωk = ωk−ω0 is the difference between the central frequency
of channel k and the central frequency of the WDM comb.

In this work, polarization division multiplexing (PDM) is also
considered. By considering the PMD, the polarization states
can be averaged over a Poincaré sphere, and the NLSE can
then derive a Manakov-PMD equation [19], [20], which can
be simplified as:

i
∂A
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2
β2
∂2α
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8
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∂A
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, (2)
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Fig. 1. Coherent WDM System diagram and feature decoupling distributed (FDD) modeling scheme details. (a) Schematic of WDM simulation system
showing the transmitter, optical fiber channel and receiver. An FDD modeling scheme replaces the fiber channel. (b) Transmission processes of FDD-based and
split-step Fourier method (SSFM)-based optical fiber channel model. (c) Generation process for the training dataset. (d) FDD-bi-directional long short-term memory
(BiLSTM) structure for nonlinearity modeling, showing the input layer with the detailed input data structure, the BiLSTM layer, the dense layer and the output
layer. The total LSTM layer number is 3. The dense layer number is 1, and no nonlinear activation function was used. The input channel data contain the current
samples and the surrounding samples at other times, i.e., A(z, t-m), …, A(z, t), …, A(z, t+m). The total time steps of BiLSTM is set at 13 in this work, that is, m
equals to 6.

Fig. 2. Performance gain of FDD scheme compared to other methods.
(a) Central channel output constellations after the compensation of chromatic
dispersion (CD) and polarization mode dispersion (PMD) with different models
for 3 channels, 5 dBm/channel, and 800 km. The results are all from the X po-
larization. (b) SNRs of central-channel output generated using different models
corresponding to that in (a). (c) Normalized MSEs of distributed BiLSTM with or
without feature decoupling (FD) for 3channels and 5chanels with 5dBm/channel.

where A represents the optical field over two arbitrary orthogonal
polarization modes Ax and Ay, which represent the optical field
of the polarization x and y. β2 is the group velocity dispersion
parameter, α is the loss parameter, Δβ1 is the differential group
delay caused by the PMD, and σ̄ defines the mode coupling of
the two local principal states of polarizations (SOP). γ represents
the nonlinear parameter. z is the distance and t is the time.

The SSFM algorithm divides the total transmission distance
into multiple small steps for iterative simulation. Although there
is no analytical expression for the overall fiber channel response,
in a small transmission step, the linear and nonlinear effects can
be considered to be independent of each other. The operation of
each step can be expressed using:

A(z + h, t) ≈ exp

(
h

2
D̂

)
exp

{
hN̂

[
A(z +

h

2
, t)

]}

× exp

(
h

2
D̂

)
, (3)

where h is the step length, and N̂ is the nonlinear operator, which
represents the SPM, XPM, and FWM effects related to the signal
energy [19]. The nonlinear effect can be expressed as:

A(z+h, t)=A(z, t) exp

(
i
8

9
γ
(
|Ax(z, t)|2+|Ay(z, t)|2

)
h

)
.

(4)
The notation D̂ represents the linear component, which de-

notes the effects of attenuation, chromatic dispersion (CD),
and polarization mode dispersion (PMD) [21], [22]. During the
simulation of the linearity, the fiber of each step is represented by
a concatenation of waveplates. In each of these waveplates, the
operation consists of three steps. First, a rotation matrix R(θ ,ϕ)
is used to rotate the waveplates’ SOP, and then linear effects
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Fig. 3. FDD scheme accuracy under different conditions. (a) Time wave and spectra wave characteristics of the channel output generated by the SSFM and
FDD scheme for 3 channels, 5 dBm/channel, and 800 km. (b) Time waves of SSFM output and FDD-BiLSTM output for 5 channels, 400 km, and 0.1, 0.25, 0.5,
1.0, 2.0mW/channel respectively, which are contained in the training dataset. (c) Optical spectra of channel outputs based on SSFM and FDD-BiLSTM for 9, 21,
41 channels with 5 dBm, -1 dBm and -1 dBm per channel respectively at 80 km. (d) SNRs of channel output based on SSFM and FDD-BiLSTM under the same
conditions as (c).

related to the frequency are applied to the current SOP, which
can be expressed as:

R(θ, ψ) =

(
cos θ sin θ exp(iϕ)
− sin θ exp(iϕ) cos θ

)
, (5)

where θ and ϕ represent the rotation angle and phase [23]. And
then the effects of the CD and PMD can be implemented on the
current SOP as

Ãx(z + h, ω) = Ãx(z, ω) exp
(
−iβ2

2 ω
2 + iΔβ1

2 ω
)
h,

Ãy(z + h, ω) = Ãy(z, ω) exp
(
−iβ2

2 ω
2 − iΔβ1

2 ω
)
h.

(6)

Finally, the SOP is rotated back to the original states. In
principle, the rotation of SOP in each waveplate should be a
random value since the random polarization state as the reviewer
mentioned. But we assumed that the rotation angle and phase
are both constant values of π/4 during the simulation process.
This is not an accurate PMD implementation. This assumption
can simplify the linear compensation algorithm and the one-step
linear modeling, and the feature decoupling dataset can be easily
obtained. Therefore, this approximation can apply an easily un-
derstood demo of the FDD scheme. After the channel modeling
simulation by SSFM, EDFA is used to provide amplification

among the fiber spans and the EDFA introduces ASE noise in
the meantime [24].

The receiver uses a matched RRC filter and then uses the linear
compensation algorithm to compensate CD and PMD [25]. The
CD and PMD compensation process also contain three steps like
the linear modeling process. First, a rotation matrix is used to
rotate the SOP. Then CD and PMD are compensated together by

Ãx(z − L, ω) = Ãx(z, ω) exp
(
−iβ2

2 ω
2 + iΔβ1

2 ω
)
(−L)

Ãy(z − L, ω) = Ãy(z, ω) exp
(
−iβ2

2 ω
2−iΔβ1

2 ω
)
(−L) .

(7)
Compared with the modeling process described in (6), the

compensation distance is set to L, i.e., the total transmission
distance, and the sign is negative, representing a compensa-
tion process. Finally, the SOP is rotated back to the original
states. Note that the PMD we use is an approximate algorithm,
so the traditional multiple-input-multiple-output (MIMO) algo-
rithm is not used here [26]. Following down-sampling, carrier
phase recovery (CPR) [27] and demodulation are performed
subsequently. Note that the CPR algorithm is not used for the
compensation of the phase noise, but to rotate the signal to the
symmetrical position of the origin, by which the calculated SNR
value is correct and reasonable.
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Fig. 4. Generalization of FDD scheme for different conditions. (a) Time
waves of SSFM and FDD-BiLSTM outputs for 5 channels, 400 km, 0.175,
0.375, 0.75 and 1.50 mW/channel respectively, which are not contained in the
training dataset. (b) Optical spectra of channel outputs based on SSFM and FDD-
BiLSTM for 3 dBm/channel and 80km. The model is trained at 5 channels, but the
transmitted signals of (a) the first channel, (b) the second channel, (c) the second
and fourth channels are set to 0 in the testing process. (c) Constellations of SSFM
and FDD-BiLSTM outputs after linear compensation with different modulations
for 5 channels, 3 dBm/channel and 80 km. (d) Constellations of SSFM and
FDD-BiLSTM outputs after linear compensation with different transmission
distances for 3 channels with 5 dBm/channel.

III. PRINCIPLE OF FDD MODELING SCHEME

We focus on multiplexed signal propagation in the WDM
fiber channel modeling approach using the FDD scheme. The
training dataset can be obtained easily from the simulated WDM
coherent optical transmission system, as illustrated in Fig. 1(a).
The FDD implementation replaces the fiber channel and erbium-
doped fiber amplifier (EDFA) as a complete channel modeling

tool. This FDD modeling scheme can improve the modeling
performance by applying two key aspects: feature decoupling
and distributed modeling.

Feature decoupling divides channel effects into linearities,
nonlinearities, and random noises. As illustrated in Fig. 1(a),
the linear channel features can be modelled using a one-step
model. This process is the same as the linear model in SSFM as
described in Section II, consisting of SOP rotation, linear mod-
eling, and SOP original rotation. The linear modeling method is
given by

Ãx(z+Lspan, ω)=Ãx(z, ω) exp
(
−iβ2

2 ω
2+iΔβ1

2 ω
)
(Lspan) ,

Ãy(z+Lspan, ω)=Ãx(z, ω) exp
(
−iβ2

2 ω
2−iΔβ1

2 ω
)
(Lspan) ,

(8)
where Lspan represents one span link distance. Unlike the itera-
tive steps used in the SSFM linear modeling process (shown in
(6)), our proposed linear model of each span is calculated in only
one step rather than the iterative steps. The channel nonlinear
characteristics are modelled using an NN. After modeling of the
linearities, the time correlations required for nonlinear modeling
in the next step are shortened. Therefore, the nonlinear modeling
complexity is reduced significantly. Additionally, the nonlinear
features are enhanced because of the extraction of the linearities,
leading to improved nonlinearity modeling accuracy. Random
noises are regarded as additive noises and follow known distribu-
tions during progress through the simulation [24]. Distributed
modeling represents the iterative processing operation of the
linear one-step model, nonlinear NN model and random noise.
Corresponding to the multiple repetitive spans used for long-haul
fiber transmission, the signal is transmitted iteratively through
a one-span model for arbitrary spans. The distributed modeling
considers the noise inputs and avoids modeling the complete
long-haul channel effects through a single NN, thus achieving
distance generalization. Fig. 1(b) provides clear comparison of
the FDD modeling scheme with the traditional SSFM approach.
Both modeling schemes are composed of iterative spans and the
modeling of each span contains both nonlinearities and linear-
ities, along with random noise. The SSFM requires numerous
iterative steps to model the linearities and nonlinearities, but
the FDD scheme requires only one step to perform accurate
modeling, which allows the modeling complexity to be greatly
reduced.

Pre-processing steps are required to obtain the training
dataset, including feature decoupling, normalization and data
arrangement, as illustrated in Fig. 1(c). The NN uses only the first
span channel input-output pairs as collected data. The nonlinear
and linear channel data features are uncoupled via simple linear
compensation to eliminate both chromatic dispersion (CD) and
polarization mode dispersion (PMD). This process is the same as
the linear compensation process described in Section II and can
be expressed the same as (7). After compensation, the channel
data only contain nonlinear characteristics, and these nonlinear
data constitute the training dataset. If it is extended to the PMD
effect of random birefringence, a MIMO algorithm needs to be
added for PMD compensation to separate linear features; In the
modeling process, it is also necessary to use a trainable butterfly
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filter for linear modeling. On the other hand, PMD has been
verified that it has little influence on nonlinear effect, so it is
also reasonable not to remove the PMD modeling [28]. FDD
is also a feasible scheme, which can be adjusted according to
users’ needs.

The channel input x and channel output yNL after linear
decoupling must be normalized for rapid convergence and
generalization. To realize generalization of input waves with
different powers, we collect input-output channel pairs with
multiple different powers. The channel input and output should
be normalized using

x̃ = x ·
√

1
1
Np

∑Np

i=1 Pi

, (9)

where Np represents the total number of the different power
values, and Pi is the power of the ith data group. Note that Pi

refers to the total power of the signal after WDM. If the power
of each channel is defined as Pch with a unit of Watt, and the
multiplexed channel number is Nch, the total power Pi can be
described as Pi = Pch×Nch.

The channel input-output complex pairs of the two polariza-
tions should be arranged into a one-dimensional vector. Taking
ISI caused by CD and PMD into consideration, we add the
adjacent samples to the samples at the current time, where
samples can be obtained using a sliding window. Note that
the sliding window size can be reduced after linear feature
decoupling because the shorter ISI length is maintained in the
nonlinear dataset. The smaller window size means the less NN
parameters and less computing complexity. It is found that the
FDD-BiLSTM can achieve the optimal performance required
when the window length is 13 in most cases. Therefore, we set
the window size to 13, i.e., six past time steps, one current time
step and six future time steps.

Here, the linearities are modeled using the traditional method
as shown in (8) and the BiLSTM models the nonlinear character-
istics. The LSTM is a type of NN that is used to process sequence
data with memory [29]. The perfect internal memory ability of
the LSTM motivated us to select it for channel modeling with a
time memory. Because past and future samples both affect the
current samples, we use the BiLSTM to capture the features from
two directions. Fig. 1(d) shows the complete BiLSTM structure.
In the input layer, the signals at different times, i.e., [A(z, t-m),
…, A(z, t), …, A(z, t+m)], are fed to the BiLSTM as an input
sequence. A(z, t) represents the aligned one-dimensional vector
at distance z and time t. m is the length of the surrounding
samples, which also defines the time steps for the BiLSTM.
After the input layer, the data are fed to the BiLSTM layer to
realize the recurrent connection. The outputs from multiple time
steps are concatenated to form a vector and this vector is then
fed into a dense layer to obtain the output A(z+L, t).

The loss function used in this work is the smooth L1 loss.
The epoch number is set at 300, and this number can be set to
be larger for more accurate training. The weights of the NN are
initialized by He initialization as described in the literature [30].
The optimizer used in this process is Adam [31]. The learning
rate (LR) is 1e−3 initially and it decreases during the training

process. We set the learning rate for each parameter group using a
cosine annealing schedule [32]. The decreasing LR can improve
the training accuracy, particularly for a nonlinear phase rotation.

IV. RESULTS OF FDD MODELING SCHEME

A. FDD Scheme Performance Gain

We varied the optical launch power per channel, the multi-
plexed channel number and the transmission distance to inves-
tigate the modeling performance of the proposed FDD scheme.

To demonstrate the gain in accuracy provided by the FDD
modeling scheme, we compare the signal constellations of the
overall models with that of our proposed FDD model. We
use overall models proposed in previous works, including the
BiLSTM [16], fully connected NN (FCNN) and conditional
generative adversarial network (CGAN) models [17], which are
simplified as the overall-BiLSTM, overall-FCNN and overall-
CGAN, respectively. We tune the NN parameters to ensure that
they are suitable for WDM channel modeling. The channel
conditions are set at 3 channels, 5 dBm/channel and 800 km,
and the overall models are used to model the 800 km link using
only one NN. The window size required for the overall models
is 501, while that required for the FDD is only 13.

The results in Fig. 2(a) are from central channel output after
linear compensation, including CD and PMD compensation.
The constellation of FDD-BiLSTM is similar with that of SSFM,
which indicates the accurate modeling of channel nonlinear-
ity and noise. The inaccurate constellation shapes show that
the overall models fail to model the noise and the nonlinear
effects accurately. Typically, the overall-BiLSTM and overall-
FCNN are deterministic fitting models and cannot model random
noises. The generative model, i.e., the overall-CGAN, can fit
random distributions but it is difficult to achieve convergence.
Therefore, the overall-GAN cannot generate accurate levels for
the noise and nonlinearities of long-haul WDM transmission.
Moreover, the constellations of FDD-FCNN and overall-FCNN
neglect the phase rotation related to signal power comparing with
that of BiLSTM. The results illustrate that the BiLSTM structure
offers advantages over the FCNN because of the BiLSTM’s
internal cyclic memory structure, which is more suitable for
memory channel applications.

We also calculate the signal-to-noise ratio (SNR) of the signals
generated by above different models and then processed by the
same DSP to allow a quantitative comparison to be made. The
SNR is defined as

SNR = 10log10

(
Ps

E|rx− tx|2
)
, (10)

where rx and tx are the received and transmitted samples, re-
spectively, Ps is the signal power, and represents the calculation
of mean values. We measure the SNR of the central channel
output after dispersion compensation and CPR; the SNR thus
represents the nonlinear noise level and the ASE noise level
under the same signal power conditions. The SNR difference
of FDD-BiLSTM and SSFM is within 0.5 dB, but the SNR
difference of other models ranges from 3 dB to 13 dB. The
incorrect SNRs from the overall models shown in Fig. 2(b)
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verify the failure of the overall methods for WDM fiber channel
modeling. The similar constellation and coincident SNR of the
FDD-BiLSTM model demonstrate its strong ability for fiber
channel modeling when compared with the overall methods. In
addition, the similar signal performances after the same DSP
verify that the FDD-BiLSTM channel model can be used for
fast algorithm verification.

The distributed BiLSTM’s performance with and without fea-
ture decoupling (FD) is compared. To enable direct quantitative
comparison of the modeling errors, the normalized MSE [16] is
calculated as follows:

Nor_MSE =

∑Ndata

i−1 |ŷi − yi|2∑Ndata

i−1 |yi|2
, (11)

where Ndata is the number of data size, y and ŷ are the SSFM
output and the data generated by the distributed NN model,
respectively. Note that ASE noise should not be added among the
spans when recording the normalized MSE, because the random
noise will lead to incorrect values.

Fig. 2(c) illustrates the normalized MSE of distributed BiL-
STM with or without FD for 3channels and 5chanels with
5 dBm/channel vs. distance characteristics. The normalized
MSE of BiLSTM without FD increases quickly with increas-
ing distance, especially for large multiplexed channels, which
indicates that a severe cumulative error is caused by the iteration.
In contrast, the BiLSTM with FD reduces the cumulative error
effectively because the NN only needs to learn the nonlinear
features. The linear features are modelled in the traditional
model-driven manner, which ensures the accuracy of the linear
features. In addition, the nonlinear features are strengthened
after decoupling, which results in easy and accurate fitting.

B. The Modeling Accuracy

We demonstrate the fiber channel modeling accuracy of the
FDD-BiLSTM from the perspectives of long transmission dis-
tances, different launch powers, and different WDM channel
numbers.

The optical time and spectra waveforms simulated using
SSFM and FDD-BiLSTM under transmission conditions of 3
channels, 5 dBm/channel and 800 km distance are presented
in Fig. 3(a). In general, the channel outputs generated by the
SSFM and FDD-BiLSTM are extremely similar in both the time
and frequency domains. Specifically, we magnify the middle
sections of these waveforms, which show a great deal of overlap.
The high degree of time-frequency consistency demonstrates the
modeling accuracy of the FDD-BiLSTM for long transmission
distances.

The performances for different optical launch powers are
also investigated under transmission conditions of 5 channels
and 400 km distance. Fig. 3(b) illustrates the optical time
waveforms of the channel outputs based on the SSFM and
FDD-BiLSTM for various powers. The normalized MSEs at
0.1, 0.25, 0.5, 1.0 and 2.0 mW/channel are 1.32E−4, 2.92E−4,
4.21E−4, 1.43E−3 and 6.99E−3, respectively. The normalized
MSEs increase with increasing launch powers because growing

distortions are caused by the high-intensity nonlinearity. How-
ever, these normalized MSE values are still at a low level. The
remarkable similarities and low normalized MSEs illustrate the
high accuracy of FDD-BiLSTM modeling for various launch
powers.

The results of modeling of different numbers of WDM chan-
nels are shown in Fig. 3(c) for 9, 21 and 41 channels. The launch
powers are set 5 dBm, -1 dBm, -1 dB/channel respectively with
80km distance. The results show high spectral consistencies for
the different channel numbers between the SSFM and FDD
methods. The similar SNRs of both polarizations in Fig. 3(d)
also show the modeling accuracy for the different numbers of
channels.

C. Generalization

The generalization process is essential for practical channel
modeling applications, particularly for different transmission
conditions and a variety of inputs, including powers, the numbers
of WDM channels and the modulation formats.

We use FDD-BiLSTM trained under the conditions in
Fig. 3(b) to test power generalization ability. During the
testing process, the power is set to 0.175, 0.375, 0.75 and
1.5 mW/channel respectively that never occur in the training
dataset. The time waveforms are shown in Fig. 4(a), and the nor-
malized MSEs are 2.28E−4, 3.80E−4, 1.53E−3 and 3.21E−3,
respectively. The same trends for these MSEs are found in
the testing and training datasets. The low normalized MSEs
illustrate the generalization of the FDD-BiLSTM under different
optical launch power conditions.

We then realized generalization of the different numbers of
WDM channels. Because of the various sampling numbers used
for the different numbers of channels, the input layer dimension
is not fixed, and this is difficult for a model to adapt to all
channels. Nevertheless, we can use a model suitable for a large
number of channels to work for a small number of channels
by transmitting all-zero signals in some channels. The results
in Fig. 4(b) show the optical spectra of the central channel
for different numbers of WDM channels. The FDD-BiLSTM
is trained under the 5-channel condition. The signal of first
channel, second channel, second and fourth channels are set
to 0 respectively during the testing process. The similar spectra
waves illustrate the channel number generalization produced by
setting the all-zero signals at some channels.

During training, the training dataset contains only 16 quadra-
ture amplitude modulation (QAM) symbols. We varied the test
dataset inputs to use quad-phase shift keyed (QPSK) modula-
tion along with 32QAM, 64QAM and 128QAM. As shown in
Fig. 4(c), the FDD-BiLSTM outputs after linear compensation
show a good generalization ability for the different modulation
formats, regardless of whether they are high- or low-order. We
also calculated normalized MSEs for the channel output without
random noise. The MSEs of the inputs with QPSK, 32QAM,
64QAM and 128QAM are 1.04E−4, 1.47E−4, 1.66E−4 and
1.50E−4, respectively, which are similar to the results ob-
tained for 16QAM under the same conditions. The output
constellations also demonstrate the generalization ability for
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the transmission distances, as shown in Fig. 4(d). The training
dataset only contains input-output pairs for the 80 km link, and
the trained FDD model can be transmitted iteratively for the
long-haul fiber link.

Through selection and pre-processing of the datasets and
appropriate modeling scheme design, the model has strong
generalization abilities for the launch powers, the numbers of
WDM channels, the modulation formats and the transmission
distances. There are different reasons for generalization of these
conditions.
� Discrete feature independence. The NN model input is the

sampled data after up-sampling. Therefore, the input is
equivalent to the analogue waveform input, which makes
the NN model independent of the discrete data charac-
teristics. The modulation format and the other discrete
characteristics can be generalized easily by the NN.

� Signal parameters visualization. The essence of gener-
alization of the launch powers and channel numbers is
that the NN can capture the input amplitude differences
and frequency components well. The data normalization
method ensures the amplitude differences for signals with
different input powers. The multiplexed signal is used to
construct the training dataset and the frequency informa-
tion corresponding to the different channel numbers is
contained directly in the input signal. Therefore, the NN
model has both power and channel number generalizations.

� Distributed modeling scheme. Because the proposed dis-
tributed modeling scheme aims to divide the long-distance
transmission channel into multiple spans, we can then
realize generalization of different distances flexibly.

D. Complexity

Next, we compare the complexities of the SSFM and FDD-
BiLSTM in terms of their running times. The codes for the
different model schemes run on the same server using NVIDIA
GeForce RTX 3090 Computer Graphics Cards. Here we consider
two commonly used SSFM algorithms: the constant step size
algorithm and the variable step size algorithm. The constant
step size in the former is set to 0.01 km per step, while the
variable step size algorithm is based on a nonlinear phase rota-
tion limitation, and the maximum nonlinear phase shift value is
0.005 rad for each step [33] Therefore, we call these algorithms
the constant-step-size SSFM (C-SSFM) and the nonlinear phase
SSFM (NP-SSFM) for convenience. The C-SSFM is an accu-
rate fibre channel modeling method and the NP-SSFM is an
approximate method used to accelerate the running speed. We
record the running time characteristics versus both transmission
distance and channel numbers for different algorithms. Because
of the different up-sampling numbers used, the data size is united
using symbol numbers. The following results are all based on the
16384 symbols transmitted for each channel and polarization.

The execution times for different transmission distances on
the graphics processing unit (GPU) and central processing unit
(CPU) were recorded as shown in Fig. 5(a). We selected the
model for 15 channels and 5 dBm/channel. The running time
for the C-SSFM is the longest, that of the NP-SSFM is shorter,

Fig. 5. Complexity comparison of FDD scheme and SSFM. (a) Run-
ning times for NP-SSFM, C-SSFM and FDD-BiLSTM under 15 channels,
5 dBm/channel and 80–1040 km conditions on the GPU and CPU. (b) Running
times of NP-SSFM, C-SSFM and FDD-BiLSTM for 5, 9, 15, 21, 31 and
41 channels, 5 dBm/channel and 1040 km on the GPU and CPU. (c) Time ratios
of FDD-BiLSTM to NP-SSFM and C-SSFM at different channel numbers on
the CPU.

and that for the FDD-BiLSTM is the shortest. The long-haul fiber
transmission time increased linearly with increasing distance for
both SSFM and NN because of the iterative transmissions in both
cases. The C-SSFM simulation method takes approximately 398
s on the GPU and 2588 s on the CPU at the 1040 km distance.
The NP-SSFM method takes 98 s on the GPU and 662 s on the
CPU. As a significant contrast, the FDD-BiLSTM takes only
12 s on the GPU and 45 s on the CPU. When compared with
the accurate C-SSFM method, the running speed of the FDD
method on the CPU is nearly 60 times higher.

We also recorded the running times and analysed the perfor-
mance for different channel numbers. The transmission power
in each channel is set at 5 dBm and the transmission distance
is 1040 km. When the number of channels is increased, the
up-sampling number on the signal also increases. Therefore,
the simulation running time for the channel transmitting the
same symbols also increases, as shown in Fig. 5(b). The running
times of the C-SSFM, NP-SSFM and FDD-BiLSTM algorithms
are 288.3 s, 22.5 s and 2.6 s for 5 channels on the GPU,
respectively. For 41 channels and under the CPU conditions,
the C-SSFM and NP-SSFM algorithms take 8020 s and 5564
s, i.e., 2.23 h and 1.55 h respectively. The extremely long time
required for the SSFM seriously reduces its research efficiency
and hinders fiber channel model application. The time required
for the FDD-BiLSTM under the same conditions is only 190 s,
i.e., 3.17 min, which is far shorter than that for the SSFM.

To analyse the complexity optimization performance, we
calculate the time ratio to represent the degree by which the
time is reduced; this ratio is defined as

time_ratio =
timeNN

timeSSFM
× 100%. (12)

The ratios of the FDD-BiLSTM to the NP-SSFM and C-
SSFM algorithms for the different channel numbers on the CPU
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are shown in Fig. 5(c). The minimum time ratio reaches 1% for
5 channels. With increasing numbers of channels, the complexity
optimization space becomes larger when compared with that
of the NP-SSFM and smaller when compared with that of the
C-SSFM.
� When the number of channels increases, more processed

samples are then required. Therefore, the complexity of
the C-SSFM will also increase. However, regardless of how
high the input power becomes, the total number of iteration
steps is fixed, which means that the C-SSFM complexity
increases slowly.

� With increasing numbers of channels, the multiplexed sig-
nal power also increases. The NP-SSFM step size then
needs to be smaller. Therefore, the total number of iterative
steps will also increase, leading to a rapid increase in
complexity.

� When the number of channels increases, more processed
samples are then required. The data dimensions thus in-
crease for the input and hidden layers of the FDD-BiLSTM
model, resulting in increased complexity.

The complexity of the FDD-BiLSTM increases more rapidly
than that of the C-SSFM but more slowly than that of the
NP-SSFM, meaning that the ratios of the two SSFM models
change with the number of channels. For 41 channels, the
running time ratio of the proposed method gives approximately
3% complexity for both the C-SSFM and NP-SSFM. The results
show that the NN running time can be reduced significantly
when compared with that of the SSFM. In addition, even for
smaller step lengths, the SSFM complexity will increase to a
greater extent, but the complexity will remain constant for the
NN-based model.

V. CONCLUSION

We have demonstrated how the FDD scheme can accurately
and rapidly achieve the simulation required for WDM long-haul
fiber channel modeling. This simulation is accomplished by per-
forming recursion processing and combining the NLSE-derived
model-driven method for one-step construction of linearities
with the data-driven approach for nonlinear fitting, where the
BiLSTM is competent in providing the nonlinear representation.

When compared with the overall methods, the recursion
model brings notable advantages for modeling of noise and
nonlinearities in terms of long-haul fiber transmission. Essen-
tially, the noise-signal interactions are captured naturally by the
iterative transmissions with additive ASE noise. This advantage
increases for the distance generalization procedure that requires
the NN to simulate noise variations accurately. Additionally, the
feature decoupling concept presented here uses expert knowl-
edge capabilities to develop an efficient framework for the
nonlinearity-focusing NN. In this case, the NN task for high ISI
modeling is eased, and there is no need to use a multi-split-step
method to build a connection between the linearities and nonlin-
earities. As a result, the complexity of the framework presented
here is reduced substantially. We have demonstrated the high
accuracy, strong generalization ability, and ultrafast operating
speed of the FDD modeling scheme, achieving 41-channel

1040-km fiber transmission modeling with only 3% of the time
complexity of the SSFM. In further research, this scheme can
also be extended to other scenes, such as the subsea long-haul
link, but the modeling errors at the long distances should be
reduced by further explorations.

The proposed FDD modeling scheme provides accurate and
rapid prediction of signal evolution in WDM fiber channels.
This simulation tool can accelerate advancement of research into
fiber nonlinearities required to explore the channel capacity of
nonlinear fibers. This computational approach is also conducive
to fiber communication system optimization, breaking through
the physical limitations of expensive WDM system devices.
Furthermore, this work acts as a reference for numerical solution
of NLSE-like nonlinear partial differential equations from a
combined data-driven and model-driven perspective.
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