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Modeling point-to-multipoint (P2MP) coherent passive opti-
cal network (PON) systems based on digital subcarrier
multiplexing (DSCM) plays a crucial role in global sys-
tem optimization and overall performance monitoring. The
subcarriers could support any rate and modulation for-
mat. Besides, subcarriers reach different optical network
units (ONUs) with different fiber link distances and received
optical power. Therefore, it is necessary to construct a gen-
eralization model of the communication system to support
arbitrary configuration of link parameters. In this paper,
for what we believe to be the first time, we use the diffusion
model in machine learning to establish a generalized model
of the P2MP system. The SNR error of receiving signals
between the modeling channel and the original channel is
less than 0.1 dB under a multi-ONU channel with different
configurations. It provides a new idea, to our knowledge,
for P2MP coherent PON modeling. © 2025 Optica Publishing
Group. All rights, including for text and data mining (TDM), Artificial
Intelligence (AI) training, and similar technologies, are reserved.
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In recent years, with the rapid expansion of user demand, new
information services are developing rapidly, which puts forward
higher requirements for the communication capacity band-
width and transmission rate [1–4]. Therefore, coherent detection
becomes a technique for passive optical network (PON) in the
future due to the better performance and high transmission
rate [5]. In a coherent PON system, the point-to-multipoint
(P2MP) transmission mode has become an important future
evolution direction because of its flexibility, scalability, and cost-
efficiency. Digital subcarrier multiplexing (DSCM) technology
is a feasible solution to realize flexible P2MP coherent PON.

However, in a traditional communication system, each mod-
ule needs to be designed separately. It is a complicated process
and does not guarantee that each discrete module is optimal for
the whole system. In addition, in the P2MP structure, the digital
subcarrier signals generated at the optical line terminal (OLT)
are given to multiple optical network units (ONUs). There is still
room for optimization of the modulation format, power, and con-
stellation points of each subcarrier. Therefore, joint optimization
is required in order to achieve system global optimization [6,7].

End-to-end (E2E) learning is a solution to achieve opti-
mal system performance by exploiting the ability of deep
learning to approximate any nonlinear function and jointly
optimizing the transceiver and the fiber optic channel through
artificial neural network (ANN) [8–11]. E2E learning usually
uses an auto-encoder (AE) structure. Generally, it uses two
neural networks as transmitter and receiver instead of sepa-
rate signal processing modules [12–14]. The neural networks
are trained on a specifically designed differentiable channel
model that simulates a real physical channel. The effective-
ness of end-to-end learning depends heavily on the accuracy
of the differentiable channel model [15,16]. Besides, channel
modeling also plays a significant role in system performance
monitoring. To build a digital twin system of optical network,
it requires the accurate digital channel to simulate the physical
system.

Lots of researches on channel modeling focus on machine
learning methods. In order to achieve better performance, several
different machine learning models used for channel modeling are
designed, such as generative adversarial network (GAN) [17],
transformer model [18], bidirectional long short-term memory
(Bi-LSTM) [19], and other researches [20–23]. While in the
short-range channel modeling field, the scenarios are mostly
about intensity modulation direct detection (IMDD) or single-
carrier coherence. Researches on configuration generalization
in P2MP PON remain undone. Besides, the machine learning
model used for modeling such as GAN leads to the problem of
difficult training. Therefore, it requires a suitable model applied
for P2MP modeling.

In order to model P2MP structure based on DSCM, the denois-
ing diffusion probabilistic model (DDPM) [24] is considered in
our research. DDPM has attracted much attention in the field of
deep learning in recent years. The stable diffusion model [25],
which based on DDPM with better performance, has demon-
strated strong learning and generalization capabilities in the
generative domain. There have been works and researches in
the field of communications that have applied diffusion mod-
els for channel modeling in the wireless domain with success
[26–28]. In this paper, the diffusion model is applied to opti-
cal communication channel modeling for the first time. Then
the ability of channel modeling and generalization is verified
through comparison of SNR and constellation.
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The diffusion model constructs a Markov chain of discrete
steps for the input raw data, including a forward diffusion process
and an inverse denoising process. The forward diffusion process,
which is also the training step, involves adding random Gaussian
noise until it becomes unrecognizable as pure noise (obeying
Gaussian distribution), and the NN model is trained to predict
noise during this process. The backward denoising process, as
known as the sampling step, predicts the Gaussian noise at each
time step. The noise is gradually removed from the noisy data to
restore the original data distribution. According to mathematical
derivation [24], predicting Gaussian noise is equal to predicting
the mean value of it, which can be expressed as follows:

µθ (xt, t) =
1

√
αt

(︃
xt −

1 − αt
√

1 − ᾱ
ϵθ (xt, t)

)︃
, (1)

where t represents time step, αt and are hyper-parameters, xt

represents noisy data at time step t, and ϵθ (xt, t) represents the
neural network model where θ represents the parameters of the
neural network. The loss function Lt is defined at time step t as
follows:
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with the aim of minimizing the difference between µθ (xt, t) and
µ̃(xt, x0, t), where µθ (xt, t) means the mean value of Gaussian
noise predicted by the trained model and µ̃(xt, x0, t) means the
label mean value of Gaussian noise added to the signal during
the diffusion process and x0 represents original input data. At
each moment t, the DDPM model returns the predicted noise
component ϵθ (xt, t) with xt as input, where ϵt denotes the true
diffuse noise term at moment t.

For channel modeling, taking the channel output as x0 and
the channel input yi as the condition, the ultimate goal of the
diffusion model is to learn the conditional distribution p(x0 |yi).
The input yi is added to the denoising process, and the rest of the
derivation and conclusions remain unchanged; thus (1) becomes
the form of (3) as follows:

µ (xt, y) =
1

√
αt

(︃
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√
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ϵθ (xt, y, t)

)︃
. (3)

When generalizing the model, such as modeling different
ONU channels in P2MP, it is necessary to additionally intro-
duce C as a channel parameter (e.g., ONU id, fiber link length,
launch power, etc.). Although there is a small difference in the
structure of the model, C and yi are mathematically equivalent.
Therefore, the channel inputs can be written as the condition yi

along with the channel parameter.
According to the principle of the diffusion model, a method

using the diffusion model for channel modeling is proposed. The
goal of channel modeling is to learn the channel transfer function
x = H(y) for the specific channel parameter C, which can be
expressed as the conditional distribution q(x0|y, C). For channel
modeling of P2MP coherent PON, the goal is to generalize dif-
ferent ONUs with the same model network. Different ONU links
have their own characteristics and correspond to different places
on the spectrum. The model network is able to generalize based
on the input channel parameters and achieve accurate modeling
for each ONU channel. In order to learn the characteristics and
impairments of the complete channel, the diffusion model is
applied to implement the symbol-to-symbol modeling approach
in this work.

Fig. 1. Schematic of the DSCM-based P2MP downstream archi-
tecture.

Training the deep learning model requires generating a
dataset. The structure of the P2MP based on DSCM with a
dual-polarization simulation system is shown in Fig. 1. The
transceiver is set to be nonideal to simulate real situations,
including the limit bandwidth, quantification noise, and phase
noise. The signal is affected by attenuation, chromatic dispersion
(CD), polarization mode dispersion (PMD), nonlinear impair-
ment, and other impairments in the fiber. The fiber nonlinearity
is simulated using the Manakov channel [29]. At the OLT, a
large-bandwidth single-carrier signal is divided into a number
of small-bandwidth independent subcarrier signals for trans-
mission using frequency division multiplexing. Optical signals
loaded with multiple ONU signals are sent out from the OLT
and arrive at the optical distribution network (ODN) through the
fiber of the main link. Then the ODN, which refers to splitter
in Fig. 1, distributes the signals to different ONU sub-links. At
each ONU, the local oscillator (LO) is adjusted to restore the
corresponding ONU signals to the baseband. The optical signals
are converted to electrical signals by the coherent receiver. The
electrical signals of the ONUs are extracted by the low pass fil-
ter (LPF), and then the subsequent digital signal process (DSP)
operations are performed. The simulation system corresponds
with experiment system based on BER, SNR, and constellation.
The modeling dataset consists of the final received symbols after
DSP and the transmitted symbols after bit coding. In a real sys-
tem, after the optical link is built and settled, the training data
will be sent from OLT to ONU, and the received signal will be
collected to train the model.

The specific methods of training and sampling are shown in
Fig. 2. Rx-signal, used as x0 in the equation, is the received
symbols after DSP. It gradually adds Gaussian white noise, and
the noise added at each time step t is recorded as the label of
the training structure. Then xt is directly acquired according to
equation [24], which indicates that the data becomes pure noise
after the Tth step of adding noise. The transmitted signal Tx-
signal used as a control condition corresponds to the receiving
signal, and the actual length can be changed as needed. The three
control conditions, the transmitted signal Tx-signal, the channel
parameter config, and the corresponding time step t, are spliced
together after their respective embedding layers and fed into the
NN layer for training. The output of the NN layer is the predicted
noise at step t, and then the predicted noise and the true noise
are used to calculate mean square error (MSE) loss in (2), the
gradient of which is updated iteratively. The NN layer learns
the noise that should be added at step t during the iteration
process. In the sampling step, a pure Gaussian noise is first
obtained by randomly sampling from a Gaussian distribution,
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Fig. 2. Model structure for channel modeling using a diffusion
model. (a) Training process. (b) Sampling process.

Fig. 3. (a) Diffusion process for 16QAM signal. (b) Denoise
process for QPSK, 16QAM, and 64QAM signal.

which represents the data after the addition of noise at step T.
The Gaussian noise is input into the diffusion model together
with the control conditions, and the model outputs the predicted
noise added at the current time step. Subtracting the predicted
noise from noisy data yields the data from the previous step.
Clean data can be eventually recovered after gradually repeating
these operations.

The noise added to the data at each time step satisfies the
standard Gaussian distribution N(0, 1), which is represented as a
signal of purely chaotic points on the constellation diagram. Fig-
ure 3(a) illustrates the process of noise addition for the diffusion
model with 16 quadrature amplitude modulation (QAM). When
the time step is 1000, the constellation diagram has become pure
Gaussian white noise. Figure 3(b) shows the sampling process of
the diffusion model. The model is able to learn the approximate
distribution of original signal data and recover it from Gaussian
white noise. Different modulation formats are also verified, such
as quadrature phase shift keying (QPSK) and 64QAM, indicat-
ing that the model is able to recover signals no matter what the
modulation format is.

Firstly, a single ONU is being researched. Figure 4 shows the
modeling results. In Fig. 4(a), the original signal data contains
only Gaussian white noise. The shape, distribution, and noise
size of the model-generated signals and the original signal con-
stellation diagrams are quite close to each other, and the human
eye can no longer distinguish the differences. Next, the Kerr
nonlinear effect and the phase noise of the transceiver laser are

Fig. 4. Channel modeling results for diffusion model (a) without
nonlinearity, (b) with nonlinearity, (c) curve of SNR, and symbol
rate.

added to check whether the model can learn further nonlinear
effects. In Fig. 4(b), the constellation shows the nonlinear dis-
tortion, and the model also learns the nonlinear effects. Due to
the impact of the device bandwidth limitations and other effects,
the received signal noise becomes larger as the transmitted sig-
nal rate gets higher, leading to a smaller SNR of the received
signal. The curve of SNR and symbol rate between the origi-
nal received signal and the model-generated received signal is
shown in Fig. 4(c). It can be seen that the model models the
channel quite accurately and errors are all within 0.1 dB, which
is within the acceptable range.

In order to model the P2MP channel and examine the general-
ization ability of the diffusion model, training data is generated
under different configurations. The target parameters include the
ONU number, fiber link length, and launch power. The launch
power is from 8 dBm to 14 dBm. There are groups of data for
four ONUs, fiber length (km) of which is set randomly. It is
worth noting that in the short-reach optical transmission, the
nonlinear effect occurs when the launch power is greater than
10 dBm. When it is greater than 12 dBm, the distortion of con-
stellation is obvious, and the SNR of the signal drops around
2 dB [30]. Figure 5(a) shows the constellation diagram of four
ONUs under the same parameter configuration, with launch
power of 12 dBm and fiber lengths (km) of {5,15,10,20} for
four ONUs. From the constellation diagram, it can be observed
that the noise of two ONUs in the middle is significantly larger
than that of the two next to it. The reason is that the signal of
an ONU located in the middle of the spectrum is subjected to
more band interference from neighboring ONUs than those at
the edge of the spectrum. The diffusion model learns the channel
characteristics of different ONUs well, including noise distribu-
tion and corresponding nonlinear effects. Figure 5(b) shows the
modeling results for the same fiber length at the same ONU loca-
tion for different launch power. As the launch power increases,
the nonlinear effect increases, and the distortion becomes more
obvious. However, the diffusion model is still able to learn the
nonlinearity and the noise.

By changing the launch power while maintaining the fiber
length of the ONU link, the curves of model under different
ONUs are obtained and compared with that of the original
channel, as shown in Fig. 6(a). It can be seen that the mod-
eling results fit the original channel well. In Figs. 6(b) and 6(c),
the fiber length (km) of each ONU is the same, and only the
result of the first ONU (ONU-1) is shown. Figure 6(b) explores
channel modeling ability for four ONUs under different launch
power, and Fig. 6(c) investigates the influence of the number of
ONUs under different link length with launch power of 10 dBm.
Changing the different values of fiber length, launch power, and
the number of ONUs, the diffusion model still owns the ability
of generalization, and modeling results fit the original one well
with average error less than 0.1 dB.
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Fig. 5. Channel modeling results. (a) Four ONUs under the same
configuration. (b) ONU-1 under different launch power.

Fig. 6. Channel modeling results. (a) Four different ONUs under
different launch power. (b) ONU-1 with different fiber length under
different launch power. (c) ONU-1 with different numbers of ONUs
under different link length.

In this paper, the diffusion model is successfully applied to
optical communication channel modeling, and the effectiveness
and practicability of the model are verified. This work explores
the accuracy and generalization ability of the model used for
the channel modeling of the P2MP coherent PON system. The
generalization parameter includes ONU ID (stands for different
spectrum positions), fiber link length, and optical launch power.
The modeling error of the SNR is less than 0.1 dB at different
launch power. Though simulation system matches the experi-
ment well, there are still discrepancies such as error between
theory formula and reality, unpredictable random noise in fiber
and devices, or ignored influence factors. In the next step, we
consider collecting data on a high-speed experimental platform
to train the model. The diffusion model can also be compared
with different high-performance models. In the future, we aim to
apply the model to build a digital twin system in order to realize
global system optimization and overall performance monitoring.
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